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1. INTRODUCTION

The excitement of the 2007 enlargement of the European Union to include Romania and Bulgaria is associated with the traditional question on how the current members will be able to promote the economic development of these countries. While some successes have been experienced in the past (for instance, Spain, Portugal and Ireland did converge towards the European average income after a decade of membership), the economic gap between the new member countries from Central and East Europe is tremendous. Regional development policies have often been presented as a solution to compensate regions facing any type of restructuring difficulties. They are assumed capable of decreasing inequalities of income across EU regions (including both old and new members), compensating regions experiencing high unemployment, providing a sufficient level of restructuring in old-fashioned industries, promoting social cohesion...all of this for only one-third of the EU budget. By comparison, the Common Agricultural Policy receives nearly twice as much budget and is devoted to the agricultural sector only.

With so many expectations regarding the impact of regional policies on growth, it is not surprising that it has attracted the attention of many researchers. Dall’erba et al. (2006) find that more than one hundred studies (published and unpublished) deal with European regional policies. However, only 11 articles performed a formal econometric estimation of the impact of structural funds on growth, and the first contribution, by Fayolle and Lecuyer (2000) is only 9 years old. Structural funds are still the most important tool of regional policies. Econometrics is by far the most common technique employed for the estimation of the funds (as opposed to input-output models and general equilibrium models). These 11 studies have a great deal of heterogeneity in their estimation results: some conclude to a positive and absolute impact of the funds on growth, some note that it is conditional upon several variables, while others find a non-significant or even negative impact of the funds.

Among the studies that find a positive impact, Beugelsdijk and Eijffinger (2005) find the greatest average impact. However, this may be a consequence of the national level of analysis. Cappelen et al. (2003) and Garcia-Solanes and Maria-Dolores (2001) who base their estimations on the regional level, also conclude a significant but very little impact of the funds. When looking at different expenditure axes, Rodriguez-Pose and Fratesi (2004) find that only investments in education and human capital have medium-term positive effects, whilst support to agriculture has short-term positive effects on growth. The approach by development objective is also adopted by Fayolle and Lecuyer (2000) who conclude that within an assisted country, the wealthiest regions are the ones that benefit the most from structural funds. The conditionality of the effectiveness of structural funds is developed by Ederveen et al. (2006) who conclude that the funds are efficient only in countries with good institutions while Ederveen et al. (2002) show that conclusions are sensitive to the type of convergence one is looking at (no dummy vs. regional or national dummies). Finally, Dall’erba and Le Gallo (2007, 2008) do not find a significant impact of
the funds, even when their impact is measured on the recipient region and its neighbors. While their study focuses on the 1989-1999 decade, Puigcerver-Peñaiver (2004) recommends that the period be split in two to stress how the funds may have positively affected the recipient regions over 1989-1993 whereas their impact has been not-significant or negative over 1994-1999.

This article raises a couple of criticisms on previous econometric studies. First, we challenge the theoretical model upon which they rely. With the exception of Fayolle and Lecuyer (2000) who use a catching-up model, and some estimates in Rodríguez-Pose and Fratesi (2004), all studies rely on some version of the neoclassical growth model described in Barro and Sala-i-Martin (1991). Even after the recent advances in economic growth theory that highlight the substantive role of increasing returns to scale, these authors comply with the drawbacks of the β-convergence model. Its underlying assumption of diminishing returns to scale and the eventual presence of Galton's fallacy have recently raised some doubts on its theoretical and empirical relevance (Quah, 1993, 1996). Because our theoretical approach is singularly different from the traditional neoclassical model, our estimation results of the impact of the funds on growth may also differ. Indeed, while investing in poorer regions can (only temporarily) increase the growth rate along the transition to the new steady state in a neoclassical framework, endogenous growth theory clearly grants public policies an important role in the determination of growth rates in the long run. For instance, Aschauer (1989) and Barro (1990) predict that if public infrastructures are an input to the production function, then policies financing new public infrastructures increase the marginal product of private capital, hence fostering capital accumulation and growth.

Second, some points have been overlooked when estimating the impact of the funds on growth. Those points are as follows:

(i) Previous estimations have not paid attention to the particularities of the funds implemented. With the exception of Rodríguez-Pose and Fratesi (2004) and Puigcerver-Peñaiver (2004), previous articles simply pool all structural funds together. We believe that pooling, say, objective 1 structural funds devoted to low-income regions with objective 5 structural funds devoted to agricultural restructuring may be misleading because their impact on regional growth is clearly different.

(ii) A particular project is never fully financed by the European budget. Part of it has to be co-financed by the recipient region and / or country. This rule, called the principle of additionality, impedes regions from presenting unviable projects. However, it introduces since peripheral regions are just able to double the Community support, whereas the wealthiest northern Spanish regions, for instance, and numerous core regions succeed in providing between 2.5 and 6.4 times the amount committed by structural funds (Dall’erba, 2005). Among the previous estimations, only Dall’erba and Le Gallo (2007) and Fayolle and Lecuyer (2000) have considered this issue.
We want to explore the question of whether public investments may take some time before fully impacting growth. This is because their effect on supply is not as immediate as that on demand. To our knowledge, only Rodriguez-Pose and Fratesi (2004) have focused on this issue by including a temporal lag of up to 7 years. However, even with such a lag, they do not find any significant impact of the whole funds.

Third, we follow previous work by Dall’erba and Le Gallo (2007, 2008) who adopt a spatial econometric approach. The purpose of such an approach is to determine whether any spatial relationship among the variables is merely random or respond to a pattern of spatial dependence. Spatial econometrics has been used extensively in studies of regional growth (see Abreu et al., 2005 or Fingleton and López-Bazo, 2006, for recent literature reviews). Applied to regional development issues, these techniques allow us to measure the extent to which the growth rate of one region depends upon that of its neighbors, or whether the allocation of regional funds has a significant impact on the growth rate of the targeted regions and on the one of their neighbors. While spatial econometrics tends to be more widely used, the problem of endogeneity of explanatory variables in a spatial econometric model has usually been overlooked (Fingleton and Le Gallo, 2008a, 2008b).

This paper is organized as follows. In section 2 we present Verdoorn’s law upon which we will rely on to test for the impact of structural funds and several other variables on economic growth while paying attention to increasing returns. Section 3 describes the model we use, the data and the spatial weights matrix that allows us to connect regions with each other. Section 4 presents the results of our empirical estimations, while section 5 concludes and provides policy recommendations.

2. VERDOORN’S LAW AND ECONOMIC GROWTH

The theoretical background underlying most empirical estimations of the impact of structural funds on the convergence process is the neoclassical growth model initiated by Solow (1956) and Swan (1956). This model is based on constant returns to scale (or diminishing returns to capital) and an exogenously-determined spatially uniform technical progress. Due to diminishing returns to capital, regions with a small capital to labor ratio will experience faster productivity growth while regions with high capital-labor ratio grow relatively slowly. As a consequence, at equilibrium, productivity of all the regions grows at the same rate, which equals the exogenous rate of technical progress.

Empirical evidence for convergence to single steady-state position is rather mixed especially when large sample of countries or regions are considered. In response to the gap between theoretical predictions and empirical evidence, basic neoclassical theory has been extended to include the concept of conditional convergence wherein each region (or country) grows to its specific steady state rather than to a single steady state. However, both convergence concepts (absolute or conditional) have been heavily criticized on theoretical and methodological grounds. Friedman (1992) and Quah (1993) show that
convergence tests may be plagued by Galton’s fallacy of regression toward the mean. Furthermore, these tests face several methodological problems such as heterogeneity, endogeneity, and measurement problems, and several estimation methods have been suggested to overcome them (Durlauf and Quah, 1999; Temple, 1999; Islam, 2003).

Our main reason for favoring a different approach than the neoclassical model is the presence of both theoretical and empirical arguments to consider increasing returns to scale. The theoretical arguments are embodied in endogenous growth theory and the new economic geography. Endogenous growth theory insists that technical progress is not exogenous and that externalities are a source of increasing returns (Romer, 1986; Lucas, 1988; Aghion and Howitt, 1998). Increasing returns also have a prominent place in the new economic geography literature (Krugman, 1991; Krugman and Venables, 1995; Ottaviano and Puga, 1998). Constant returns to scale and perfect competition do not allow explaining the emergence of agglomeration and increasing returns that are a central concept at the origin of the current geographic distribution of economic activities (Scotchmer and Thisse, 1992). In the European case, increasing returns and cumulative processes act as agglomeration forces leading to the emergence of the well-known core-periphery structure of economic activities highlighted in Krugman’s model (1991). As pointed out by Krugman (1991), “we live in an economy closer to Kaldor’s vision of a dynamic world driven by cumulative processes than to the standard constant returns model.”

At the heart of Kaldor’s vision is the Verdoorn’s law (Verdoorn, 1949), which constitutes an alternative to the neoclassical approach for regional growth analysis. The Verdoorn’s law links the growth rate of labor productivity \( p \) in the manufacturing sector and output \( q \) in the same sector in a linear relationship. The basic single equation specification is given by equation (1).

\[
p = b_0 + b_1 q + \epsilon
\]  

(1)

where \( p \) is the growth rate of labor productivity in manufacturing; \( q \) is the growth rate of manufacturing output and \( \epsilon \) is an error term with the usual properties. \( b_1 \) is the Verdoorn coefficient, for which values of around 0.5 have been found in empirical estimations\(^1\) (Fingleton and McCombie, 1998). This is interpreted as evidence for increasing returns, as the ratio of productivity to output growth can be thought of as a measure of increasing returns.

While it is not possible to make this interpretation on the basis of the equation system developed by Verdoorn, it is possible to relate the Verdoorn’s law coefficient to the degree of returns to scale in a Cobb-Douglas production function (Fingleton and McCombie, 1998; Fingleton, 2001). Indeed, assume a Cobb-Douglas production function of the form:

---

\(^1\) For a review of the different approaches to the estimation of the Verdoorn’s law see, for instance, Leon-Ledesma (2000).
where $A_0$ is the initial level of technological development; $\lambda$ is the growth rate of total factor productivity; $Q$, $K$ and $E$ are the level of output, capital and employment at time $t$ and $\alpha$ and $\beta$ are their respective elasticities. Taking natural logs and differentiating with respect to time and allowing for the presence of other effects, after rearranging (2) can be expressed:

$$p = \frac{\lambda}{\beta} + \frac{\beta - 1}{\beta} q + \frac{\alpha}{\beta} k + \epsilon$$

We assume that $k = q$ on the basis of the stylized fact that the growth of capital stock equals the output of growth (or the capital-output ratio is constant) in developed countries (McCombie and Thirlwall, 1994; Fingleton, 2000) so that equation (3) reduces to:

$$p = \frac{\lambda}{\beta} + \frac{\alpha + \beta - 1}{\beta} q + \epsilon$$

If $b_1 = (\alpha + \beta - 1/\beta) > 0$ then $\alpha + \beta > 1$, which means that the economy displays increasing returns to scale.

Earlier empirical studies are consistent with the existence of increasing returns to scale as embodied in Verdoorn’s law in a regional context \(^2\) (Bernat, 1996; Casetti and Tanaka, 1992; Fingleton and McCombie, 1998; Harris and Lau, 1998; Leon-Ledesma, 2000; McCombie and Ridder, 1983; Pons-Novell and Viladecans-Marsal, 1999). Therefore, incorporating potential returns to scale in an empirical analysis of growth seems to be relevant for our purpose.

Verdoorn’s law per se is too simplistic to capture the fundamental reasoning of endogenous theory, except for increasing returns. Typically, in the basic specification of Verdoorn’s law, variation in the growth rate of labor productivity is only linked to the growth rate of output, while other factors could be relevant to influence the nuances of growth, especially at the regional level. Therefore, we follow Fingleton (2000, 2001) who adds endogenous technical progress to the traditional Verdoorn’s law. More precisely, the rate of growth of technical progress, represented by $\lambda$ is assumed to depend on spillovers, on the diffusion of technology and on the level of human capital within regions. By assuming that technical change is proportionate to capital accumulation (in the form of the growth of capital per worker) and that the growth of capital per worker is equal to the growth of productivity, it follows that:

$$\lambda = \lambda^* + \Phi p + \omega Wp$$

\(^2\) See Bernat (1996) and Pons-Novell and Viladecans-Marsal (1999) for references of empirical studies supporting the relationship in international comparisons or countries individually.
where $\lambda$ is the growth rate of total factor productivity; $\lambda'$ depends on socioeconomic conditions of each regions, i.e. the initial level of technology and human capital; $\Phi$ and $\sigma$ are coefficients and $W$ is a spatial weights matrix that specifies the connectivity structure between the regions. The coefficient $\sigma$ allows capturing spillover effects between regions, i.e. the extent to which the productivity growth rate in one region is affected by that in neighboring regions. $\lambda$ is proportional to intraregional productivity growth but also to the extraregional productivity growth through the term on the right-hand side of the equation. Productivity growth in a region will be increased by faster productivity growth in surrounding regions through spillover effects via technical progress.

The initial level of technology ($\lambda'$) is introduced as a technology gap between each region and the leading technology region to capture the possible effect of innovation diffusion from high technology regions to low technology regions. This is based on the two following assumptions. First, differences in technology imply differences in productivity (Barro and Sala-i-Martin, 2004). Second, technology-advanced regions grow by innovation while technology-laggard regions may imitate and adapt the technologies of the leader regions (Baumol, 1986; Leon-Ledesma, 2002; Targetti and Foti, 1997). As a consequence, technological diffusion to laggard regions could imply faster growth in these regions and the impact of the leading technology region is all the higher as the technological gap is high with a laggard region (Abramovitz, 1986; Leon-Ledesma, 2002).

On the one hand, the level of human capital is assumed to be an increasing function of the level of urbanization ($u$) since larger human capital stocks are supposed to boost innovation and hence productivity growth. On the other hand, the level of human capital should be a negative function of peripherality ($l$) since peripheral regions are sparsely populated, have a lower level of human capital and are less technologically advanced than the core regions. (Baldwin, 1999; Baldwin and Martin, 2004).

After arithmetic manipulations involving Verdoorn’s law and equation (5), Fingleton (2000, 2001) proposes to estimate the following specification:

$$p = \sigma W p + b_0 q + b_1 G + b_2 u + b_3 l + \epsilon$$

(6)

where $p$ is the growth rate of labour productivity (in log) in the manufacturing sector; $q$ is the growth rate of output (in log) in the same sector and $\epsilon$ is an error term with $\epsilon \sim iid(0, \sigma^2)$. $G$ is the technological gap (proxied by the labour productivity differential) at the initial period between each region of the sample and the leading region. Note that, in the spatial econometrics literature, specification (6) corresponds to a spatial lag model (Anselin, 1988, 2006).

3 We leave for future research the collection of data that would be more appropriate to capture the regional level of human capital and regional accessibility.
where the coefficient $\omega$ reflects the presence of interregional spillovers, i.e. that productivity growth occurring in surrounding regions (defined by the $W$ spatial weights matrix) affects the growth of productivity (via technological progress) in region $i$. We base our analysis of the effects of structural funds on this specification for which we additionally consider the possibility of residual spatial autocorrelation and/or spatial heterogeneity that we correct using a spatial HAC procedure (Kelejian and Prucha, 2007).

### 3. AUGMENTED VERDOORN’S LAW, DATA AND SPATIAL WEIGHTS MATRIX

We extend model (6) above to consider the impact of structural funds. In particular, we specifically focus on objective 1 and objective 2 structural funds since they are the only ones to enter the production function and they represent, with respectively 68% and 11% of the total of the funds, the two most important cohesion objectives. Indeed, while objective 1 funds have mostly been financing public infrastructures in the least favored regions, objective 2 funds have been devoted to the restructuring of areas in industrial crisis. This is where our approach differs from most of previous contributions on the impact of the funds, because we believe that simply including the sum of all the funds may be misleading: objectives 3 to 6 were clearly devoted to other objectives, which, by definition, have nothing to do with the production function (respectively high-unemployment regions, agricultural restructuring or low density regions). As a result, the starting model we estimate is the following:

$$p = b_0 + b_1 q + b_2 G + b_3 u + b_4 l + b_5 SF + \epsilon$$

and its spatial lag version will be:

$$p = \omega W p + b_0 + b_1 q + b_2 G + b_3 u + b_4 l + b_5 SF + \epsilon$$

where $SF$ is a matrix of explanatory variables that can be constructed in four different ways:

(i) Total amount of funds allocated to a region
(ii) Structural funds differentiated by objectives, objectives 1 and 2 only
(iii) Total cost of the projects financed (i.e. the sum of the structural funds and the additional funds provided by the region/country itself)
(iv) Total costs differentiated by objectives, objectives 1 and 2 only.

All the above data are in per capita terms. The difference between cases (i)-(ii) and (iii)-(iv) are important since the first two correspond to the cohesion effort of the European instances while the last two represent the effective investment realized by the European regions to improve their cohesion.

Our sample is composed of 145 regions at NUTS II level over the EU12. NUTS (Nomenclature of Territorial Units for Statistics) is the spatial classification established by Eurostat on the basis of national administrative
units. It is used by the Commission as a regional statistical concept. In order to estimate this regression for this sample, we use data from several databases:

(i) The data on manufacturing productivity, manufacturing output, initial productivity level gap (which is used as a proxy for the initial technology gap) and urbanization come from the most recent version of the Cambridge Econometrics database. In 1989, Groningen (in the Netherlands) was the region with the highest level of productivity in the manufacturing sector. Note that urbanization \((u)\) is measured in terms of population density and aims to proxy for the density of economic activity.

(ii) While in Fingleton (2001) the variable \(l\) measures the geographical distance of a given region from a central point (Luxembourg), reflecting the core-periphery structure of the economic system under analysis, we measure peripherality as an index of accessibility of a region. These data, which come from Fürst et al. (2000), are an indicator of accessibility by road, rail and air for each region. These data have been used in a couple of studies (see, for instance, Spieermann and Wegener, 1996; Vickerman et al., 1999). This measure of accessibility is richer than pure geographical distance to a central location because it reflects the characteristics of the transportation network and sector. As highlighted in Dall’erba and Le Gallo (2008), the relationship between gains in accessibility and economic development still requires considerable empirical investigation, especially given the variations in transportation demands by sector and differences in the productive structure of each region. However, the literature clearly indicates that gains in accessibility due to interregional transport infrastructures will always be relatively higher in the central location than in the peripheral one (Vickerman et al., 1999; Puga, 2002; Venables and Gasiorek, 1999).

(iii) The period under study covers the first two programming periods and the data on structural funds, which cover the sum of the funds over the 1989-1999 period, come from the publications of the Commission: the data over 1989-1993 are from “Community structural interventions”, Statistical report n°3 and 4, (European Commission, 1992a, b) and for 1994-1999, from The 11th annual report on the structural funds (European Commission, 1999). These data represent the total payments over each period plus the commitments taken during the second period (but that have not been paid yet). The lack of more recent data leads us to assume that structural funds commitments and expenditures are strongly correlated. All data are in 1995 euro prices. Data in euro (as opposed to data in purchasing power parity) allow us to consider differences in the capacity to produce goods. To our knowledge, only Kemmerling and Bodenstein (2006) and Becker et al. (2008) use more recent data. However, they do not have data for all cohesion objectives or data on additional funds.

In order to estimate the spatial lag model (8), spatial weights matrices must be constructed. The characteristics of our sample, containing islands, imply that the use of a contiguity matrix would not be relevant. Rather, we use a nearest-neighbors weights matrix with the following form:
\[
\begin{cases}
    w^*_i(k) = 0 & \text{if } i = j \\
    w_i(k) = 1 & \text{if } d_{ij} \leq D_i(k) \text{ and } w_{ij} = w^*_i(k) / \sum_j w_{ij}(k) & \text{for } k = 10 \\
    w_i(k) = 0 & \text{if } d_{ij} > D_i(k)
\end{cases}
\]

where \( w_{ij} \) is an element of the unstandardized weights matrix; \( w^*_i \) is an element of the standardized weights matrix \( W \); \( d_{ij} \) is the great circle distance between centroids of region \( i \) and \( j \); it is the smallest distance of order \( k \) such each region has exactly \( k \) neighbors. In order to ensure that the islands are connected to the continent, it is necessary to use at least \( k = 7 \). The results are presented here for \( k = 10^4 \). Each matrix is row standardized.

4. **ECONOMETRIC ESTIMATIONS OF THE IMPACTS OF THE FUNDS**

In order to evaluate consistently the impact of structural funds on regional growth, several technical aspects must be taken into account: the possible endogeneity of the growth rate of manufacturing output and structural funds, the presence of spatial autocorrelation and heteroscedasticity. While we start with a basic OLS estimation, we investigate all these issues in turn in this section.

4.1. **OLS results**

We first start with the OLS results of model (7) for the 1989-1999 period, which will be considered as the benchmark for our analysis. Estimation results displayed in table 1 differ by the type of structural funds considered, as described in the previous section: (i) total amount of the funds (first column) (ii) objectives 1 and 2 funds only (second column) (iii) total cost of the projects financed (third column) (iv) objectives 1 and 2 costs only (fourth column). The results indicate that the coefficients associated with the technological gap and density are significantly positive for every specification. However, the coefficient associated with accessibility is not significant. The Verdoorn coefficient ranges from 0.675 to 0.699 and is always significant, which clearly indicates the presence of increasing returns. Total structural funds and total costs appear to significantly but negatively affect growth. This result is in tune with Ederveen et al. (2006), and some estimates in Ederveen et al. (2002) which are significantly negative. However, when these variables are split by objective, the coefficient associated with objective 1 funds/costs is significant and negative while that associated with objective 2 is not. The non-significance of the funds split by objective is also found in Dall’erba and Le Gallo (2007) and Rodriguez-Pose and Fratesi (2004).

---

4 We acknowledge that the choice of the cut-off is quite arbitrary, but all the results are confirmed when using different cut-offs and other specifications of the weights matrix.
Table 1: OLS estimation results of the Verdoorn’s law (model 7) 1989-1999

<table>
<thead>
<tr>
<th></th>
<th>Model with structural funds</th>
<th>Model with total costs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total structural funds</td>
<td>Structural funds by objectives</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.199 (0.065)</td>
<td>-0.261 (0.017)</td>
</tr>
<tr>
<td>Output growth rate</td>
<td>0.675 (0.000)</td>
<td>0.683 (0.000)</td>
</tr>
<tr>
<td>Technological gap</td>
<td>$3.5 \times 10^{-3}$ (0.000)</td>
<td>$3.7 \times 10^{-3}$ (0.000)</td>
</tr>
<tr>
<td>Density</td>
<td>5.10 (0.007)</td>
<td>5.71 (0.003)</td>
</tr>
<tr>
<td>Accessibility</td>
<td>$6.33 \times 10^{-4}$ (0.485)</td>
<td>$1.01 \times 10^{-3}$ (0.260)</td>
</tr>
<tr>
<td>Obj. 1</td>
<td>Total: $-6.6 \times 10^{-3}$ (0.000)</td>
<td>$-6.1 \times 10^{-3}$ (0.000)</td>
</tr>
<tr>
<td>Obj. 2</td>
<td>$1.7 \times 10^{-3}$ (0.340)</td>
<td>$4.1 \times 10^{-3}$ (0.340)</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.613</td>
<td>0.607</td>
</tr>
<tr>
<td>$\sigma^2_u$</td>
<td>0.142</td>
<td>0.143</td>
</tr>
</tbody>
</table>

Notes: There are $N = 145$ observations. $p$-values are in brackets.

Following Rodriguez-Pose and Fratesi (2004), we also test if structural funds may take some time before impacting regional productivity. We include a temporal lag of 5 years on our dependent variable, i.e. it is now measured over 1989-2004. The results are displayed in table 2. The only difference with the previous findings is a decrease of the value of the Verdoorn coefficient, which is still significant but now ranges from 0.582 to 0.599. This is consistent with previous studies carried out on European regions (Fingleton and McCombie, 1998; Pons-Novell and Viladecans-Marsal, 1999).

As a result, this specification confirms the findings of Rodriguez-Pose and Fratesi (2004) who also conclude that adding a temporal lag does not change their conclusions on the impact of the funds.

4.2. Spatial autocorrelation and endogeneity

These results may be unreliable for at least reasons. First, several papers have shown that estimation results could be affected by the presence of spatial autocorrelation (Pons-Novell and Viladecans-Marsal, 1999; Fingleton, 2000). In our case, using the spatial weights matrix in (9), Moran’s $I$ statistic computed on the residuals of model (7) leads to the rejection of the null hypothesis of absence of spatial autocorrelation for all specifications of the structural fund variables and for both periods (1989-1999 and 1989-2004). Note that we do not compute here the traditional LM tests of spatial autocorrelation that are used to detect the form of spatial autocorrelation. Instead, we choose a priori reasons to
estimate a spatial lag model since it is the outcome of the theoretical model in the spirit of Fingleton and López-Bazo (2006).5

Second, before estimating the spatial lag model (8), we first need to take care of the endogeneity issue for the growth of manufacturing output variable. This problem has been raised by Fingleton and McCombie (1998) and Fingleton (2000, 2004). Testing and accounting for endogeneity is a difficult problem in applied econometrics in general. In this paper, we have used a “quasi-instrument”, defined by the 3-group method, advocated by Kennedy (2003) in the context of measurement errors and used in a spatial context by Fingleton (2003). More precisely, we construct a variable that takes values of 1, 0 and -1 according to whether the values are in the top, middle or bottom third of their ranking, ranging from 1 to 145. By construction, this instrument is correlated with the endogenous variable. We have also constructed the spatial lag of this -1, 0, 1 variable. These instruments have been used by Fingleton (2004) in the context of Verdoorn’s law and their properties analyzed in Fingleton and Le Gallo (2008a, 2008b). The results of the Hausman test of exogeneity of the growth of manufacturing output variable are shown in table 3 when they are computed with the -1, 0, 1 variable and its spatial lag as instruments.

**Table 2: OLS estimation results of the Verdoorn’s law (model 7) 1989-2004**

<table>
<thead>
<tr>
<th></th>
<th>Model with structural funds</th>
<th>Model with total costs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total structural funds</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Structural funds by objectives</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-0.158</td>
<td>-0.228</td>
</tr>
<tr>
<td></td>
<td>(0.224)</td>
<td>(0.079)</td>
</tr>
<tr>
<td>Output growth rate</td>
<td>0.582</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>Technological gap</td>
<td>3.5.10^-3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td>7.1.10^-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td></td>
</tr>
<tr>
<td>Accessibility</td>
<td>1.8.10^-7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.090)</td>
<td></td>
</tr>
<tr>
<td>Obj. 1</td>
<td>Total: -5.3.10^-3</td>
<td>Total: -2.5.10^-5</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Obj. 2</td>
<td>3.4.10^-7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.119)</td>
<td></td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.529</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.534</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.169</td>
<td></td>
</tr>
</tbody>
</table>

Notes: There are N = 145 observations. p-values are in brackets.

---

5 They state “externalities across regions in long-run growth is mostly a substantive phenomenon caused by technological diffusion and pecuniary externalities, while the regional transmission of random shocks only plays a minor role in the process of growth in the long run” (p. 179). In addition, we note that the properties of the LM tests in the presence of endogenous variables are not known.
The results imply that the null hypothesis of exogeneity should be rejected at the 5% level. Moreover, in order to check the quality of the instruments used, we have implemented the test suggested by Stock and Yogo (2005). The results are shown at the bottom of Table 4 and show that the null hypothesis of weak instruments is always rejected. Finally, as demonstrated Fingleton and Le Gallo (2008a), quasi-instruments are by construction correlated with the error term, but, from a practical point of view, this correlation can be small. Indeed, in our case, Sargan’s test (Table 4) indicates that the null hypothesis of no-correlation cannot be rejected. For these different reasons, we consider that these instruments are adapted for our purpose.

Table 3: Hausman test results for the exogeneity of growth of manufacturing output

<table>
<thead>
<tr>
<th></th>
<th>Model with structural funds</th>
<th>Model with total costs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total structural funds</td>
<td>Structural funds by objectives</td>
</tr>
<tr>
<td>1989-1999</td>
<td>5.072 (0.026)</td>
<td>5.494 (0.020)</td>
</tr>
<tr>
<td>1989-2004</td>
<td>5.843 (0.016)</td>
<td>6.900 (0.009)</td>
</tr>
</tbody>
</table>

Notes: There are N = 145 observations. p-values are in brackets. The individual Hausman test of exogeneity for the growth rate of manufacturing output is distributed as \( \chi^2 \) with 1 degree of freedom.

In our case, another potential risk of endogeneity comes from the fact that 68% of structural funds are devoted to regions of which per capita GDP (as an average of the three years prior the beginning of the programming period) is below 75% of the EU average. This is the criteria necessary for a region to apply for objective 1 funds. None of the previous studies quoted earlier had addressed this problem whether they adopted a spatial approach or not. The only exception is the one of Dall’erba and Le Gallo (2008) where the Hausman test results reveal that structural funds are indeed endogenous in their study, which is based on a \( \beta \)-convergence model. Here, several instruments have been constructed for structural funds and total costs, in general or differentiated by objective: the distance by road to Brussels in km (as the spatial distribution of structural funds follows a center-periphery distribution), the travel time from the most populated town of each region to Brussels, the 3-group instrument (defined similarly as for the growth rate of manufacturing output) and its spatial lag. The full results are not shown here due to space constraints, but regardless of the specification considered and instrument chosen, the Hausman test never rejects the null hypothesis of exogeneity. Therefore, in the following estimations, the growth of manufacturing output is the only variable for which endogeneity has been taken care of.
Table 4: IV estimation results of the Verdoorn’s law (model 8) 1989-2004 with D(10) weights matrix and SHAC estimation of variance-covariance matrix

<table>
<thead>
<tr>
<th></th>
<th>Model with structural funds</th>
<th></th>
<th>Model with total costs</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total structural funds</td>
<td>Structural funds by</td>
<td>Total costs</td>
<td>Total costs by</td>
</tr>
<tr>
<td></td>
<td></td>
<td>objectives</td>
<td></td>
<td>objectives</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.309</td>
<td>-0.384</td>
<td>-0.314</td>
<td>-0.372</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.006)</td>
<td>(0.015)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>Output growth rate</td>
<td>0.440</td>
<td>0.448</td>
<td>0.453</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Technological gap</td>
<td>4.1x10^{-6}</td>
<td>4.3x10^{-6}</td>
<td>4x10^{-6}</td>
<td>4.2x10^{-6}</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Density</td>
<td>7.2x10^{-7}</td>
<td>7.6x10^{-7}</td>
<td>7x10^{-7}</td>
<td>7.5x10^{-7}</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.002)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Accessibility</td>
<td>1.3x10^{-8}</td>
<td>1.7x10^{-8}</td>
<td>1.4x10^{-8}</td>
<td>1.7x10^{-8}</td>
</tr>
<tr>
<td></td>
<td>(0.068)</td>
<td>(0.023)</td>
<td>(0.052)</td>
<td>(0.017)</td>
</tr>
<tr>
<td>Obj. 1</td>
<td>Total : 4.9x10^{-5}</td>
<td>4.2x10^{-5}</td>
<td>Total : 2.3x10^{-5}</td>
<td>2.2x10^{-5}</td>
</tr>
<tr>
<td></td>
<td>(0.034)</td>
<td>(0.067)</td>
<td>(0.038)</td>
<td>(0.058)</td>
</tr>
<tr>
<td>Obj. 2</td>
<td>1.2x10^{-6}</td>
<td>0.358</td>
<td></td>
<td>2.8x10^{-6}</td>
</tr>
<tr>
<td></td>
<td>(0.034)</td>
<td>(0.049)</td>
<td></td>
<td>(0.037)</td>
</tr>
<tr>
<td>Spatial lag</td>
<td>0.456</td>
<td>0.516</td>
<td>0.489</td>
<td>0.505</td>
</tr>
<tr>
<td></td>
<td>(0.034)</td>
<td>(0.049)</td>
<td>(0.016)</td>
<td>(0.037)</td>
</tr>
<tr>
<td>\sigma^2</td>
<td>0.169</td>
<td>0.170</td>
<td>0.169</td>
<td>0.170</td>
</tr>
<tr>
<td>Sq. corr</td>
<td>0.557</td>
<td>0.553</td>
<td>0.558</td>
<td>0.554</td>
</tr>
<tr>
<td>Stock and Yogo test</td>
<td>91.506</td>
<td>89.822</td>
<td>94.477</td>
<td>93.832</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Sargan test</td>
<td>5.794</td>
<td>6.5461</td>
<td>7.483</td>
<td>6.779</td>
</tr>
<tr>
<td></td>
<td>(0.122)</td>
<td>(0.088)</td>
<td>(0.112)</td>
<td>(0.148)</td>
</tr>
<tr>
<td>LMERR</td>
<td>0.158</td>
<td>0.421</td>
<td>0.295</td>
<td>0.344</td>
</tr>
<tr>
<td></td>
<td>(0.091)</td>
<td>(0.516)</td>
<td>(0.587)</td>
<td>(0.558)</td>
</tr>
</tbody>
</table>

Notes: There are N = 145 observations. \( p \)-values are in brackets. IV denotes instrumental variable estimation. Sq. Corr. is the squared correlation between actual and predicted values. \( \chi^2 \) is the Lagrange Multiplier test for a residual spatial autocorrelation. It is distributed as a \( \chi^2 \) with 1 degree of freedom.

3.3. Spatial autocorrelation and spatial endogeneity

Bearing all these elements in mind, model (8) can be estimated using the instrumental variable method, including the 3-group variable, its spatial lag and all the spatial lags of the exogenous variables as instruments. The use of the latter variables to instrument for the endogenous spatial lag has been justified by Kelejian and Prucha (1998). Moreover, we take into account the fact that the residual terms of model (8) may contain unmodelled factors. One strategy for dealing with this unmodelled residual organization would be to specify parametric error process models such a spatial autoregressive error model or spatial moving average process. Here, we prefer using non-parametric consistent SHAC, Spatial Heteroscedasticity and Autocorrelation Estimation,
since it allows for unknown forms of correlation and heteroskedasticity across the units of observation, as suggested by Kelejian and Prucha (2007). In particular, they assume that the \((145 \times 1)\) disturbance vector \(\varepsilon\) in (8) is generated as follows:

\[
u = R \varepsilon
\]

where \(R\) is an \((145 \times 145)\) non-stochastic matrix whose elements are not known. One attractive feature of this formulation is that this disturbance process allows for general patterns of correlation and heteroscedasticity. The asymptotic distribution of the IV estimators in equation (8) imply the following variance-covariance matrix:

\[
\Psi = n^{-1} Z' \Sigma Z \quad \text{with} \quad n = 145, \quad \Sigma = \left( \sigma_{ij} \right)
\]

where \(\sigma_{ij}\) denotes the variance-covariance matrix of \(\varepsilon\) and \(Z\) is the full column rank matrix of instruments.

Kelejian and Prucha (2007) show that the SHAC estimator for its \((r,s)\)th element is:

\[
\hat{\Psi}_{rs} = n^{-1} \sum_{i=1}^{n} \sum_{j=1}^{n} z_i z_j \hat{\varepsilon}_i \hat{\varepsilon}_j K\left(d_{ij} / d_n \right)
\]

where \(d_{ij}\) is the distance between unit \(i\) and unit \(j\); \(d_n\) is the bandwidth and \(K(.)\) is the Kernel function with the usual properties. In this paper, we use the Parzen kernel, defined as (Andrews, 1991):

\[
K(x) = \begin{cases} 
1 - 6|x|^2 + 6|x|^3 & \text{for } 0 \leq |x| \leq 1/2 \\
2(1 - |x|)^3 & \text{for } 1/2 \leq |x| \leq 1 \\
0 & \text{otherwise}
\end{cases}
\]

The estimation results for model (8) with spatial lag and SHAC estimation for the variance-covariance matrix for the period 1989-2004 are displayed in table 4, using the mean distance as the bandwidth. The results are similar for the period 1989-1999. As for the OLS estimation results, the coefficients associated with density and the technological gap are significantly positive for every specification. Note that the coefficient associated to accessibility is now significant at 5% in two of the specifications and at 10% in the remaining two. The Verdoorn coefficient ranges from 0.440 to 0.453 are significant, which further confirms the presence of increasing returns. These values are very close to 0.5, which is a feature that is often observed. The coefficient associated to the spatial lag is positive and significant in all specifications, which implies positive spillover effects between European regions: the productivity growth rate in one region is positively influenced by the productivity growth rate in neighboring regions. The Lagrange multiplier test does not reject the hypothesis of absence of residual spatial autocorrelation.
Finally, the results concerning the impact of structural funds are not modified: the coefficients on the total funds (costs) and objective 1 funds (costs) are significant, negative and very little, whereas objective 2 funds (costs) are still not significant. However, it would be premature to conclude from these results that structural funds have been useless, even counter-productive as it is impossible to know what levels of regional productivity would have been achieved in their absence.

5. CONCLUSION

This paper brings new insights into the evaluation of the impact of structural funds on the regional growth process. The role of increasing returns in the formation of agglomeration is now widely admitted (Krugman, 1991; Fujita and Thisse, 2002). While increasing returns are at the core of recent developments in endogenous growth theory, empirical studies still debate the issue of allowing for the presence of increasing returns. Moreover, empirical estimations of $\beta$-convergence are often interpreted as evidence supporting the existence of diminishing returns. However, as Fingleton (2001) argues, $\beta$-convergence is not a formal test for the presence or absence of increasing returns but rather a signal that data are consistent with neoclassical theory. Therefore, we argue in this article that one has to pay a close attention to the eventual presence of increasing returns when estimating regional growth. To that purpose, we base our estimation on an augmented specification of Verdoorn’s law, which measures the impact of the technological gap, density, accessibility and European structural funds. Given the geographic nature of our data, we use spatial econometrics to achieve reliable statistical inference. We pay particular attention to the potential endogeneity of our explanatory variables and apply the appropriate specifications when necessary.

The estimates obtained confirm the presence of increasing returns to scale in the regional productivity process. They also indicate a significant and positive impact of the technical gap, regional density, accessibility and the spatial lag variable. However, the relationship between gains in accessibility and economic development still require considerable empirical investigation especially given the variations in transportation demands by sector, differences in the productive structure of each region and the hub-and-spoke nature of the European transportation network (Vickerman, 1991, 1996; Vickerman et al. 1999).

This paper has proposed five novelties in the estimation process of the impact of the funds: 1) we do not only consider the sum of the funds, but look at their impact by cohesion objective; 2) we assess the impact of structural funds (coming from the EU Commission) and of total project costs, which include the additional funds the targeted region and/or the country it belongs to must provide; 3) we test whether the impact of the funds is lagged in time; 4) we have tested whether the structural funds variable is endogenous. Potential risk comes from the EU regional policy allocation mechanism: structural funds level depend, to some extent, on previous levels of regional per capita GDP and 5)
we have used a spatial econometric approach to include the spillover effects that occur when the funds are allocated to a region.

Estimation results indicate that the impact of the total funds (costs) is always significant, but always negative and very small. This result is in tune with the ones of Ederveen et al. (2006). When these variables are split by objective, the coefficient associated to objective 1 funds (costs) is significant, negative, and also very small, while that associated with objective 2 is not significant. The non-significance of the funds split by objective is also a result found in Dall’erba and Le Gallo (2007) and Rodríguez-Póse and Fratesi (2004). There are a couple of elements that may explain these results. First, the temporal lag we have allowed is not necessarily long enough to allow for the full impact of the funds on growth. Indeed, a significant part of the funds finance transportation infrastructures and various incentives to delocation in the poor areas (such as tax breaks) that do not necessarily affect the location process of companies in the short-run. While we have tested here for a 5 year lag and Rodríguez-Póse and Fratesi (2004) use a lag of up to 7 years, it may still be too early to capture the full impact of the funds. On the other hand, we can also claim that the agglomeration process has intensified over the last two decades and is too strong to be counterbalanced by financial incentive promoting relocation in the poor areas. By definition, the poor areas are not necessarily able to offer the level of skilled labor, infrastructure and accessibility that companies seek. Following the Ederveen et al. (2006) idea, we recognize that several explanatory variables may be missing in the specification we use. In other words, the efficiency of the funds may be affected by some conditions we have not captured in our models, because of lack of the necessary data at the regional level. For instance, several recent contributions have focused on the issue of conditionality of international aid to poor countries (Burnside and Dollar, 2000; Mosley et al. 2004; Collier and Dollar, 2004). As noted by Dall’erba (2005), beyond this apparent desire to reduce interregional income inequalities, EU aid is not necessarily correlated with the development gap or development potential. In that sense, the European authorities may have tried to reach too many objectives through regional funds allocation. Only objective 1 funds are truly devoted to the poorest regions. Objectives 2 and 3 concern aid for industry restructuring that affect mostly regions that were formerly prosperous, while the remaining objectives (objective 4 for the adaptation of the labor force, objectives 5 for agricultural structures and objective 6 for low density regions) tend more to promote “social cohesion”. Finally, because of the necessity of meeting the requirements of the Single Market, nearly one-third of structural funds have been devoted to transportation infrastructures. However, the economic geography literature shows that transportation infrastructures do not systematically benefit the region where they are implemented, especially when they are used as regional development instruments (Martin and Rogers 1995; Vickerman 1996). Without this type of infrastructure, poor regions are not attractive, but their construction is not necessarily growth-enhancing for three reasons: 1) potential delocation effects in the core areas may occur because companies would benefit from increasing returns there; 2) the European transportation network is built between and
within core areas where the demand for transport is highest; and 3) infrastructure endowments are not the only factor that companies rely on to choose their location (Vickerman et al., 1999).

Our results open the door to a more detailed and technical estimation of the funds in the future, as more data will become available and a greater need for a reform of their implementation process became obvious with the 2004 and 2007 enlargements.
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**L’IMPACT DES FONDS STRUCTURELS SUR LA CROISSANCE RÉGIONALE : COMMENT RECONSIDÉRER UNE BOÎTE NOIRE DE 9 ANS**